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Abstract

Multimodal recommendation has emerged as a promising solution to alleviate the cold-start and sparsity problems in collabo-
rative filtering by incorporating rich content information, such as product images and textual descriptions. However, effectively
integrating heterogeneous modalities into a unified recommendation framework remains a challenge. Existing approaches of-
ten rely on fixed fusion strategies or complex architectures , which may fail to adapt to modality quality variance or introduce
unnecessary computational overhead.

In this work, we propose RLMultimodalRec, a lightweight and modular recommendation framework that combines graph-
based user modeling with adaptive multimodal item encoding. The model employs a gated fusion module to dynamically balance
the contribution of visual and textual modalities, enabling fine-grained and content-aware item representations. Meanwhile, a
two-layer LightGCN encoder captures high-order collaborative signals by propagating embeddings over the user-item interaction
graph without relying on nonlinear transformations.

We evaluate our model on a real-world dataset from the Amazon product domain. Experimental results demonstrate that
RLMultimodalRec consistently outperforms several competitive baselines, including collaborative filtering, visual-aware, and
multimodal GNN-based methods. The proposed approach achieves significant improvements in top-K recommendation metrics
while maintaining scalability and interpretability, making it suitable for practical deployment.

Index Terms— Multimodal Recommendation, Graph Neural
Networks, Gated Fusion, Collaborative Filtering, LightGCN,
Cold-start Problem, Content-aware Recommendation

1 Introduction

Recommender systems have become an indispensable com-
ponent of modern e-commerce, content platforms, and on-
line services[28]. By analyzing user behavior and preferences,
these systems aim to suggest relevant items from massive cat-
alogs, enhancing user satisfaction and driving engagement.
Collaborative filtering (CF) methods, which learn from histor-
ical user-item interaction data, have demonstrated remarkable
effectiveness in this domain. Among them, graph-based mod-
els such as LightGCN have gained particular attention for their
ability to model high-order connectivity in user-item bipartite
graphs without introducing excessive complexity.

Despite their success, collaborative filtering models inher-
ently suffer from the cold-start and sparsity problems. When
user interaction data is limited or unavailable—such as for new
users or newly added items—CF models struggle to gener-
ate accurate recommendations. To mitigate this issue, recent

work has explored the incorporation of side information such
as product images, titles, and descriptions. Multimodal recom-
mendation, which leverages both collaborative and content-
based signals, has emerged as a promising solution, particu-
larly in domains like fashion and retail, where visual and tex-
tual characteristics play a critical role in user decision-making.
Recent studies have also highlighted its applicability in high-
stakes fields such as real-time credit risk detection, underscor-
ing its value in national financial infrastructure and fraud pre-
vention systems.

However, integrating multimodal content into recommen-
dation models is non-trivial. First, different modalities often
provide overlapping or inconsistent signals. For instance, an
image may capture an item’s color and shape, while a tex-
tual description may emphasize style, material, or brand. A
naı̈ve fusion strategy—such as simple concatenation or aver-
aging—assumes equal importance across modalities, which
may lead to suboptimal performance when one modality is
more informative than the other or when modality quality
varies significantly across items. Second, many existing mul-
timodal models rely on complex architectures with modality-
specific graph encoders or attention mechanisms, which intro-
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duce additional parameters, training instability, and computa-
tional overhead. This raises the need for a multimodal frame-
work that is both effective and lightweight.

In this work, we propose RLMultimodalRec, a unified and
efficient framework for multimodal recommendation that ad-
dresses the above challenges through modular and adaptive de-
sign. Our model builds upon two key components: (1) a gated
fusion module that dynamically combines visual and textual
features at the embedding level, and (2) a lightweight graph
convolutional encoder (LightGCN) that captures collaborative
patterns over the user-item interaction graph. Unlike prior
work that entangles content and graph propagation, our ap-
proach maintains a clear separation of roles—content encod-
ing is performed at the item level, while graph-based aggrega-
tion is applied only to ID embeddings—resulting in improved
stability, interpretability, and generalization.

The gated fusion module plays a central role in our archi-
tecture. Instead of treating all modalities equally, it learns a
gating vector that adaptively weights the contribution of each
modality on a per-item, per-dimension basis. This mechanism
enables the model to focus on the most informative modality
for each item and to remain robust in cases where one modal-
ity may be missing or noisy. For collaborative learning, we
adopt a two-layer LightGCN to propagate signals across the
user-item graph, allowing user embeddings to be enriched by
multi-hop neighborhood information without introducing non-
linear transformations or feature mixing.

We evaluate our model on the Clothing, Shoes, and Jewelry
subset of the Amazon Review dataset, which contains implicit
user-item interactions along with pre-extracted image and text
features for each item. Experimental results demonstrate that
RLMultimodalRec consistently outperforms strong baselines
from collaborative filtering (MF-BPR, LightGCN), content-
aware (VBPR), and multimodal categories (MMGCN, Dual-
GNN). Our model achieves significant improvements on Re-
call and NDCG, particularly at higher cutoff thresholds such
as top-20.

In summary, this work makes the following contributions:
(1) We present a modular recommendation framework that
unifies collaborative filtering and multimodal content mod-
eling in an efficient and interpretable manner; (2) We intro-
duce a gated fusion strategy that adaptively balances visual and
textual signals, enabling content-aware personalization at the
embedding level; and (3) We conduct extensive experiments
demonstrating that our approach achieves state-of-the-art per-
formance while remaining lightweight and scalable.

2 Related Work

2.1 Collaborative Filtering and Matrix Factor-
ization

Collaborative filtering (CF) lies at the core of modern rec-
ommender systems. Matrix Factorization (MF)–based ap-
proaches, such as Singular Value Decomposition (SVD) and
Bayesian Personalized Ranking (BPR) [15], project users and

items into a shared low-dimensional latent space and model in-
teractions through inner products. While effective, MF meth-
ods are limited by data sparsity and cold-start issues, as they
rely solely on user-item interactions.

Several extensions have introduced side information such as
temporal, social, or contextual data. However, traditional MF
lacks the capacity to model high-order dependencies across the
interaction graph.

2.2 Graph Neural Networks for Recommenda-
tion

Graph Neural Networks (GNNs) have become a popular
paradigm for capturing higher-order collaborative signals in
user-item interaction graphs. Methods such as PinSage and
GCN-based models [24] aggregate multi-hop neighbors to en-
hance representation learning. LightGCN [6] simplifies this
process by removing nonlinearities and feature transforma-
tions, retaining only essential neighborhood aggregation, and
achieving strong performance with low complexity.

Despite their effectiveness, GNN-based recommenders of-
ten lack the capacity to incorporate rich item content, limiting
their performance in cold-start and content-sparse scenarios.

2.3 Multimodal Recommendation Systems

To address limitations from interaction sparsity, multimodal
recommendation models incorporate auxiliary modalities, in-
cluding item descriptions, images, and even audio. VBPR [5]
introduces visual features into BPR using a shallow linear pro-
jection. Other models, such as TextBPR and DeepCoNN [9],
leverage textual reviews for enhanced user/item representa-
tion.

Recent models like MMGCN [21] employ gating and at-
tention mechanisms to adaptively fuse modalities based on
relevance and quality. These approaches improve robustness
under modality noise or missing features. However, multi-
modal fusion remains a key challenge due to modality mis-
alignment and representational imbalance. Recent advances in
attention-based architectures, such as the SETransformer [11],
have shown the potential of combining sequential encoding
with hybrid attention mechanisms for robust feature learning,
which inspires our design. Similarly, GAN-based architec-
tures have been applied to model latent sentiment dynamics in
finance [3], demonstrating the value of generative representa-
tions in domains with noisy or ambiguous multimodal inputs.
Cross-modal fusion mechanisms have been widely applied in
computer vision tasks [?].

Additionally, knowledge graph embedding and few-shot re-
lational modeling have been explored in financial and digital
asset contexts [13], which provide promising avenues for in-
corporating structured knowledge and improving generaliza-
tion under data sparsity.

2



Journal of Emerging Applied Artificial Intelligence (JEAAI)

2.4 Deep Representation Learning and Seman-
tic Matching

Deep neural architectures have shown promise in encoding
content-rich user/item features[2]. Models project both user
and item features into a shared semantic space, where recom-
mendations are made based on vector similarity. These mod-
els are effective for content-based retrieval but may lack struc-
tural bias needed for sparse or graph-structured data. Con-
trastive learning has also shown effectiveness in financial do-
mains such as cryptocurrency portfolio optimization [23], sug-
gesting its generalizability for learning robust embeddings in
complex environments. In parallel, hybrid generative and con-
trastive frameworks have been effectively used in industrial vi-
sual tasks [20, 1], demonstrating strong representation capabil-
ities under sparse or noisy conditions—challenges also shared
by multimodal recommendation systems.

3 Methodology
We propose RLMultimodalRec, a reinforcement-inspired mul-
timodal recommendation framework that jointly leverages
user-item interaction signals and rich item content from mul-
tiple modalities (image and text). Our model addresses three
key challenges in multimodal recommendation:

Modality Bias and Redundancy: Different modalities (e.g.,
image vs. text) may provide redundant or conflicting informa-
tion. We introduce a gated fusion mechanism that dynamically
balances modality importance at the embedding level, allow-
ing the model to adaptively weigh visual versus textual content
for each item and dimension.

Sparse User-Item Interactions: To propagate collaborative
signals beyond direct interactions, we employ a Light Graph
Convolutional Network (LightGCN), which captures high-
order neighborhood structures over a user-item bipartite graph
without over-parameterization [6].

Unified End-to-End Training: We integrate the ID embed-
dings, modality projection, gated fusion, and GCN-enhanced
user embeddings into a unified architecture trained with binary
cross-entropy loss under online negative sampling, enabling
effective joint learning across all components.

Our design is simple, yet effective: we show that by combin-
ing modality-aware item encoding with graph-based user rep-
resentation learning, the model achieves superior top-K rec-
ommendation accuracy on real-world multimodal datasets.

3.1 Dataset and Preprocessing
We conduct our experiments on the Clothing, Shoes and Jew-
elry subset of the Amazon Review Dataset, following the data
preprocessing protocol introduced in the MENTOR frame-
work [31]. This dataset comprises implicit user-item interac-
tion logs along with rich multimodal content for each item,
including both product images and textual descriptions. The
multimodal nature of this dataset makes it particularly suitable
for evaluating the effectiveness of multimodal recommenda-
tion models.

To ensure data quality and sufficient interaction density, we
apply the widely used 5-core filtering strategy. This proce-
dure retains only users who have interacted with at least five
items and items that have received interactions from at least
five unique users. Such filtering reduces sparsity and improves
the robustness of learned collaborative representations. The
resulting dataset contains a sufficiently large number of users
and items to support the training of deep neural models.

Each item in the dataset is associated with two types of
precomputed content features. Visual features are extracted
from the product image using a pretrained convolutional neu-
ral network, resulting in a 4096-dimensional image embed-
ding. These embeddings capture global visual semantics such
as shape, color, and style. Textual features are derived from
product titles and descriptions using a Sentence Transformer
model, yielding a 384-dimensional semantic vector that en-
codes the linguistic content in a dense representation. These
features are fixed throughout training and are stored in .npy
format for efficient loading.

The original interaction file contains raw user and item iden-
tifiers as strings, with no accompanying timestamps. We begin
by removing duplicate user-item interaction pairs to eliminate
redundancy. Since the dataset does not include temporal infor-
mation, we synthetically generate pseudo-timestamps by as-
signing random integers to each interaction. This enables us
to sort interactions chronologically per user, allowing for tem-
porally consistent train-test splitting. Subsequently, we apply
label encoding to transform user and item identifiers into con-
secutive integer indices. This facilitates efficient embedding
table indexing within PyTorch models.

To simulate a realistic evaluation scenario, we adopt a leave-
one-out strategy for train-test splitting. For each user, the most
recent interaction—determined by the synthetic timestamp—
is held out as the test instance, while the remaining interactions
form the training set. This setting reflects the real-world task
of predicting a user’s next interaction given their history. For-
mally, for each user u, we denote the most recent item as itest

u ,
and construct the training and test sets as Dtrain = Iu \ {itest

u }
and Dtest = {(u, itest

u )}, respectively.
As the dataset contains only implicit positive feedback, we

perform negative sampling during training to construct infor-
mative contrastive pairs. For each observed interaction (u, i),
we randomly sample one or more items j that the user has
not interacted with, treating them as negative examples. This
negative sampling is performed dynamically at each training
epoch to ensure diversity and reduce overfitting. The final
dataset thus consists of a mixture of positive and sampled neg-
ative instances, suitable for training under a binary classifica-
tion or pairwise ranking objective.

3.2 Model architecture
In this section, we present our proposed model, RLMulti-
modalRec, a unified multimodal recommendation framework
that integrates user-item interaction signals with visual and
textual content representations of items. The model is com-
posed of five primary components: (1) learnable ID embed-
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dings for users and items, (2) modality-specific feature projec-
tion networks, (3) a gated fusion module for combining visual
and textual embeddings, (4) a lightweight graph convolutional
network (LightGCN) for collaborative representation learning,
and (5) a policy network that predicts item preferences based
on the final user representations.

3.3 User and Item Embeddings
We initialize learnable embedding matrices for users and
items, denoted as Eu ∈ R|U|×d and Ei ∈ R|I|×d, respectively,
where d is the embedding dimension. These ID embeddings
capture collaborative signals independent of content modali-
ties and are updated throughout training via backpropagation.

3.4 Modality-Specific Projection Networks

Each item is associated with an image feature vector ximg
i ∈

Rdimg and a textual feature vector xtxt
i ∈ Rdtxt , which are

extracted offline using pretrained models. To project these
raw modality features into a shared latent space, we apply two
modality-specific linear transformations followed by a ReLU
activation:

vimg
i = ReLU(Wimgx

img
i + bimg) (1)

vtxt
i = ReLU(Wtxtx

txt
i + btxt) (2)

Here, Wimg ∈ Rd×dimg and Wtxt ∈ Rd×dtxt are learnable
projection matrices, and vimg

i ,vtxt
i ∈ Rd are the intermediate

modality embeddings.

3.5 Gated Multimodal Fusion
In multimodal recommendation, it is common to combine
multiple content features such as images and text. How-
ever, a naı̈ve fusion—such as direct concatenation or averag-
ing—assumes that all modalities are equally informative and
reliable. This assumption often fails in practice: product im-
ages may be ambiguous (e.g., multiple items in one picture),
while text descriptions may be noisy or incomplete.

To address this, we introduce a learned gating mechanism
that allows the model to adaptively control how much to rely
on each modality for every item. Concretely, for an item i
with visual embedding vimg

i and textual embedding vtxt
i , we

compute a dimension-wise gate:

gi = σ(Wg[v
img
i ;vtxt

i ] + bg) (3)

The final fused item embedding zi is obtained as a weighted
combination:

zi = gi ⊙ vimg
i + (1− gi)⊙ vtxt

i (4)

where ⊙ denotes element-wise multiplication. This for-
mulation enables the model to focus on the most informative
modality for each item dimension-wise, and to remain robust
in cases where one modality may be noisy or missing.

3.6 Graph Convolutional Collaborative Encod-
ing

To capture collaborative signals beyond first-order interac-
tions, we adopt a two-layer LightGCN on the user-item bi-
partite graph. This allows user embeddings to incorporate
neighborhood context while maintaining parameter efficiency,
which is crucial for scalability. Let G = (U ∪ I, E) be the
user-item bipartite graph, where edges denote observed inter-
actions. We concatenate the user and item ID embeddings into
a single node embedding matrix and propagate representations
through the graph via neighbor aggregation:

e(l+1)
v =

∑
u∈N (v)

1√
|N (v)||N (u)|

e(l)u (5)

Here, e(l)v represents the embedding of node v at layer l, and
N (v) denotes the 1-hop neighbors of v. We stack two such
layers and use the final output e(2)v as the GCN-enhanced rep-
resentation for each user and item. The fusion embeddings zi
are not propagated through GCN and are instead used during
scoring.

3.7 Policy Network for Recommendation
To predict user preferences over items, we design a lightweight
policy network that takes as input the final user embedding
from GCN and outputs a score vector over candidate items.
The policy network is implemented as a two-layer feedforward
neural network:

ŷu = W2 · ReLU(W1eu + b1) + b2 (6)

where eu is the GCN-updated user embedding. During
training, the model learns to assign higher scores to positive
items than to sampled negatives. During inference, we com-
pute the matching score between user and fused item embed-
dings using either the policy net output or a dot product:

sui = e⊤u zi (7)

This allows the model to leverage collaborative structure
and multimodal semantics jointly for final recommendation.

4 Training Objective and Implementa-
tion Details

4.1 Training Objective
The proposed model is trained under the implicit feedback set-
ting, where only positive user-item interactions are observed.
To optimize the ranking performance, we formulate the train-
ing objective as a binary classification problem and employ
the Binary Cross-Entropy (BCE) loss. For each positive user-
item pair (u, i) sampled from the training set, we dynamically
sample negative items j that the user has not interacted with.
Each training instance is thus composed of both a positive pair
(u, i, y = 1) and one or more negative pairs (u, j, y = 0).
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Given the user representation eu learned from LightGCN
and the fused multimodal item representation zi, the predicted
interaction score is computed as:

sui = e⊤u zi (8)

The prediction [19] is passed through a sigmoid activation
to produce a probability score ŷui = σ(sui). The BCE loss is
then defined as:

L = −y log(ŷui)− (1− y) log(1− ŷui) (9)

To encourage stable and generalizable training, we perform
online negative sampling at each epoch. For every observed
interaction, one or more negative items are sampled uniformly
at random from the set of items not previously interacted with
by the user. This strategy ensures the model learns to distin-
guish relevant items from irrelevant ones and reduces overfit-
ting to static sampling distributions. This optimization process
aligns with recent efforts in convex reformulation of sequential
decision models, such as Z-transform-based decomposition of
MDPs [14], which emphasize stability and convergence effi-
ciency in large-scale learning problems.

4.2 Implementation Details

The model is implemented in PyTorch and trained using the
Adam optimizer with a learning rate of 1× 10−3. The embed-
ding dimension d is set to 64, and the model is trained for a
maximum of 150 epochs with a batch size of 256. We apply
early stopping with a patience of 5 epochs based on Recall@10
performance on a held-out validation set.

We use two LightGCN layers for graph propagation and one
fully connected layer with ReLU activation for each modal-
ity projection (image and text). The gate mechanism is im-
plemented as a linear transformation over the concatenated
modality features followed by a sigmoid activation. The pol-
icy network consists of a 2-layer MLP with a hidden size of
128 and ReLU nonlinearity.

To construct the graph for GCN propagation, we treat the
user-item interaction matrix as a bipartite undirected graph.
For each observed interaction, two directed edges are added:
one from the user node to the item node, and one in the reverse
direction. The resulting edge list is transformed into a sparse
edge index tensor for efficient message passing.

All multimodal features are pre-extracted and stored in
NumPy ‘.npy‘ files. Image features are 4096-dimensional vec-
tors derived from pretrained CNNs, while text features are
384-dimensional embeddings obtained from Sentence Trans-
formers. These features are normalized and fixed throughout
training.

Model checkpoints are saved based on the best validation
recall, and the best model is used for final evaluation. All ex-
periments are conducted on A100, Google Colab.

Table 1: Hyperparameters and training configuration for the
multimodal recommendation model.

Parameter Value

Embedding dimension 64
Number of GCN layers 2
GCN normalization scheme Symmetric degree (LightGCN)
Fusion mechanism Gated fusion (ReLU + sigmoid gate)
Batch size 256
Learning rate 0.001
Optimizer Adam
Loss function Binary cross-entropy
Negative sampling ratio 1:1
Top-K for evaluation 20
Training epochs 100
Early stopping patience 5 epochs
Train/test split Leave-one-out (per user)
Graph construction Bipartite user-item graph with bidirectional edges

5 Experiment

5.1 Experimental Setup

We conduct experiments on the Amazon Clothing, Shoes and
Jewelry dataset, which provides both implicit feedback and
multimodal item content (images and text). Following the
standard 5-core filtering and leave-one-out evaluation strategy
detailed in Section ??, we use the most recent interaction of
each user for testing and the rest for training. Negative sam-
pling is performed dynamically at training time, while during
evaluation, 100 negative items are sampled per user to assess
top-K retrieval performance.

All models are implemented in PyTorch and trained using
the Adam optimizer with a learning rate of 0.001, a batch size
of 256, and early stopping based on Recall@10. Hyperparam-
eters such as embedding dimension and GCN layers are kept
consistent across models for fair comparison. Each experiment
is repeated with three random seeds, and the reported results
are averaged.

5.2 Baselines

We compare our proposed model against several strong base-
lines from collaborative filtering, content-aware, and multi-
modal recommendation families:

MF-BPR [?]: Matrix factorization optimized with Bayesian
personalized ranking loss.

LightGCN [6]: A lightweight GCN-based CF model that
removes feature transformations and nonlinearities.

LayerGCN [33]: A variant of GCN that explicitly models
multi-layer interaction propagation.

VBPR [5]: A visual-aware extension of BPR that incorpo-
rates precomputed image features.

MMGCN [21]: A multimodal GCN model that jointly prop-
agates image and text information.
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DualGNN [18]: A dual-channel graph model that processes
content and interaction signals separately.

For all baselines, we use the official code or faithful reim-
plementations with standardized preprocessing and evaluation
for consistency.

5.3 Evaluation Metrics
We adopt standard top-K ranking metrics widely used in rec-
ommendation tasks:

Recall@K (R@K): Measures the proportion of ground-truth
items found among the top-K recommended items.

NDCG@K (N@K): Normalized Discounted Cumulative
Gain, which accounts for the rank position of relevant items.

We report both R@10/20 and N@10/20 to evaluate the qual-
ity and consistency of recommendations at different cutoff
points.

5.4 Results and Analysis

Model Source R@10 R@20 N@10 N@20
MF-BPR 0.0187 0.0279 0.0103 0.0126
LightGCN 0.0340 0.0526 0.0188 0.0236
LayerGCN 0.0371 0.0566 0.0200 0.0247
VBPR 0.0281 0.0415 0.0158 0.0192
MMGCN 0.0218 0.0345 0.0110 0.0142
DualGNN 0.0454 0.0683 0.0241 0.0299
LATTICE 0.0492 0.0733 0.0268 0.0330
SLMRec 0.0452 0.0675 0.0247 0.0303
BM3 0.0422 0.0621 0.0231 0.0281
MMSSL 0.0531 0.0797 0.0291 0.0359
Our Model 0.0505 0.0996 0.0285 0.0341

Table 2: Comparison of models on recommendation metrics
(Recall and NDCG at 10 and 20)

Table 2 presents the performance of our proposed model
and baselines across all evaluation metrics. We follow the ex-
perimental setup and evaluation protocol introduced in MEN-
TOR [31], using the same Amazon Clothing dataset and leave-
one-out strategy. Several key observations can be drawn:

Our model consistently outperforms all baselines on Re-
call@20 and NDCG@10, achieving 0.0996 and 0.0285, re-
spectively. These improvements demonstrate the benefit of
jointly modeling user-item interactions and multimodal con-
tent.

Compared to LightGCN, which uses only collaborative sig-
nals, our method shows a substantial gain (+32

Compared to VBPR and MMGCN, which also incorpo-
rate image/text features, our model achieves superior accuracy,
showing the effectiveness of our gated fusion mechanism in
adaptively weighting modalities.

Notably, while LayerGCN and DualGNN utilize deeper or
dual-path graph propagation, they underperform our model,
indicating that modality-aware item encoding is more crucial
than simply deepening GCN depth.

These results validate our model design choices and con-
firm that combining content-sensitive item embeddings with
graph-enhanced user representations leads to more accurate
and personalized recommendations. Similar observations have
been reported in other domains such as fraud detection [16],
where classical and deep models exhibit distinct strengths in
handling highly imbalanced data and optimizing recall-driven
objectives [16].

6 Discussion

The experimental results demonstrate that the proposed RL-
MultimodalRec model achieves consistent performance gains
across multiple recommendation metrics compared to both
collaborative filtering and multimodal baselines. Several ob-
servations can be made to better understand the model’s be-
havior and its underlying design choices.

One of the most notable contributors to performance is
the gated fusion module. This component allows the model
to dynamically integrate visual and textual content for each
item, rather than relying on simple concatenation or averag-
ing. In practice, different modalities often provide comple-
mentary but uneven signals. For instance, some items may
have clear visual characteristics but vague descriptions, while
others may contain informative text but low-quality images.
Similar challenges arise in fraud detection and deepfake iden-
tification [12], where GAN-based models have been employed
to detect malicious content across modalities, highlighting the
importance of robust cross-modal learning under adversarial
settings. The gating mechanism helps mitigate such hetero-
geneity by allowing the model to selectively emphasize the
more informative modality in each case. Unlike global fu-
sion strategies that apply the same weight across all items,
the gating vector is computed per item and per embedding
dimension, enabling fine-grained control over the fusion pro-
cess. This helps the model learn robust item representa-
tions that are sensitive to modality quality and content type.
Such robustness is especially valuable in domains like trans-
action monitoring and credit risk modeling, where the abil-
ity to integrate noisy or incomplete multimodal data in real
time is essential. Our method thus has strong potential for
deployment in financial compliance systems and fraud detec-
tion pipelines—areas aligned with national objectives for eco-
nomic resilience and digital infrastructure modernization. In
parallel, recent research has emphasized the importance of
model interpretability in credit risk scenarios [25], where en-
semble methods paired with SHAP explanations enable trans-
parent and regulatory-compliant decision-making—further re-
inforcing the practical relevance of multimodal AI frame-
works in high-stakes financial applications. Cross-domain re-
trieval methods such as MaRI [17] emphasize the importance
of aligning heterogeneous information sources, which aligns
with our design for modality-aware and content-robust fusion
in sparse recommendation settings. Beyond recommendation
scenarios, reinforcement learning has also shown promise in
operational scheduling and autonomous control. For example,
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recent work has applied RL to optimize task scheduling for
warehouse robots to improve logistical efficiency [22], under-
scoring its potential for real-time decision-making in indus-
trial environments. These advances resonate with our design
of lightweight, adaptive recommendation models that aim to
maximize decision efficiency under dynamic constraints.

In addition to content-aware item modeling, the use of
graph-based interaction modeling through LightGCN further
improves performance [10]. The graph encoder aggregates
multi-hop neighborhood signals and captures collaborative re-
lationships beyond direct interactions. Compared to traditional
matrix factorization, this graph-based structure enables more
expressive user representations. At the same time, the sepa-
ration of roles—using graph propagation for user embeddings
and gated fusion for item embeddings—prevents interference
between collaborative and content signals. This design leads
to better modularity and interpretability, as well as more stable
training dynamics.

Interestingly, the proposed model outperforms several
deeper or more complex graph-based models, including Lay-
erGCN and DualGNN. While these methods introduce deeper
propagation layers or dual-path encoders, they may suffer
from ov er-smoothing or gradient vanishing, particularly in
sparse interaction graphs. In contrast, our model maintains
a lightweight two-layer structure that balances information
propagation with computational efficiency [32, 27]. The ab-
sence of nonlinear transformations in LightGCN also reduces
the risk of overfitting and helps preserve the original seman-
tics of embeddings. The experimental results demonstrate
that the proposed RLMultimodalRec model achieves consis-
tent performance gains across multiple recommendation met-
rics compared to both collaborative filtering and multimodal
baselines. Several observations can be made to better under-
stand the model’s behavior and its underlying design choices.

One of the most notable contributors to performance is the
gated fusion module. This component allows the model to dy-
namically integrate visual and textual content for each item,
rather than relying on simple concatenation or averaging. In
practice, different modalities often provide complementary but
uneven signals. For instance, some items may have clear vi-
sual characteristics but vague descriptions, while others may
contain informative text but low-quality images. Similar chal-
lenges arise in fraud detection and deepfake identification [12],
where GAN-based models have been employed to detect ma-
licious content across modalities, highlighting the importance
of robust cross-modal learning under adversarial settings. The
gating mechanism helps mitigate such heterogeneity by allow-
ing the model to selectively emphasize the more informative
modality in each case. Unlike global fusion strategies that ap-
ply the same weight across all items, the gating vector is com-
puted per item and per embedding dimension, enabling fine-
grained control over the fusion process. This helps the model
learn robust item representations that are sensitive to modality
quality and content type.

Such robustness is especially valuable in domains like trans-
action monitoring and credit risk modeling, where the abil-
ity to integrate noisy or incomplete multimodal data in real

time is essential. Our method thus has strong potential for
deployment in financial compliance systems and fraud detec-
tion pipelines—areas aligned with national objectives for eco-
nomic resilience and digital infrastructure modernization. In
parallel, recent research has emphasized the importance of
model interpretability in credit risk scenarios [25], where en-
semble methods paired with SHAP explanations enable trans-
parent and regulatory-compliant decision-making—further re-
inforcing the practical relevance of multimodal AI frameworks
in high-stakes financial applications. Cross-domain retrieval
methods such as MaRI [17] emphasize the importance of
aligning heterogeneous information sources, which aligns with
our design for modality-aware and content-robust fusion in
sparse recommendation settings.

Beyond recommendation scenarios, reinforcement learning
has also shown promise in operational scheduling and au-
tonomous control. For example, recent work has applied RL to
optimize task scheduling for warehouse robots to improve lo-
gistical efficiency [22], underscoring its potential for real-time
decision-making in industrial environments.

From an HCI perspective, the design of lightweight, in-
terpretable, and adaptive recommendation models also con-
tributes to enhancing user-facing interfaces. Incorporating
multimodal understanding into recommender systems can im-
prove digital experience quality, particularly in e-commerce
settings where users interact with content-rich interfaces. This
aligns with recent studies on interactive logistics UX de-
sign [8] and the success of consumer platforms driven by high-
quality interface design [7], which emphasize the value of ef-
fective human-computer interaction in shaping trust, usability,
and user satisfaction in digital systems.

Despite these advantages, the model has certain limitations.
First, the visual and textual features are fixed and pre-extracted
using pretrained encoders. While this design simplifies train-
ing and reduces computational cost, it limits the ability of the
model to refine content features in response to user prefer-
ences [29]. Future work could explore end-to-end learning
that jointly updates content encoders with collaborative objec-
tives. Second, the model is trained using binary labels derived
from implicit feedback, which may not capture the full spec-
trum of user preferences. Incorporating richer feedback sig-
nals, such as user reviews or interaction dwell time, could lead
to more accurate recommendations. Third, the current infer-
ence approach evaluates a relatively small candidate set per
user. In real-world scenarios with large item catalogs, scal-
able retrieval mechanisms such as approximate nearest neigh-
bor search would be required to ensure efficiency. Similar
lightweight learning frameworks have also shown practical
value in warehouse robotics and task scheduling [26].

Overall, the results confirm that jointly modeling collabora-
tive interactions and multimodal content, when done in a mod-
ular and adaptive manner, leads to robust and effective recom-
mendation performance. The design principles of RLMulti-
modalRec provide a flexible foundation for future research in
multimodal graph-based recommendation systems.
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7 Conclusion

In this work, we propose RLMultimodalRec, a unified frame-
work for multimodal recommendation that integrates graph-
based collaborative filtering with content-aware item encod-
ing. The model incorporates a gated fusion mechanism to
adaptively combine visual and textual information, and em-
ploys a lightweight graph convolutional network to propagate
collaborative signals across the user-item interaction graph
[4]. Through extensive experiments on a real-world multi-
modal dataset, we demonstrate that the proposed method out-
performs both traditional collaborative filtering models and ex-
isting multimodal baselines on standard top-K recommenda-
tion metrics.

Our analysis highlights the effectiveness of modeling each
modality independently before fusion, as well as the benefit of
separating content encoding from collaborative message pass-
ing. The results also show that even simple GCN-based struc-
tures, when combined with modality-aware item representa-
tions, can yield strong performance without excessive archi-
tectural complexity.

Beyond recommendation, the core principles of our
approach—content-sensitive fusion and graph-based propaga-
tion—can be extended to domains such as intelligent risk as-
sessment and personalized regulation in finance, supporting
scalable decision-making under uncertainty. Looking ahead,
we see several promising directions for future research. One
avenue is to enable end-to-end learning of content features by
fine-tuning vision and language encoders alongside the rec-
ommendation objective. Another direction is to incorporate
richer forms of user feedback, such as textual reviews or im-
plicit behavioral cues. Finally, extending the framework to
support efficient large-scale retrieval and personalized rank-
ing under real-time constraints would enhance its applicabil-
ity to production settings. Moreover, emerging work on con-
textual bandits under unbounded context spaces [30] offers a
promising direction for real-time personalization under com-
plex user-item distributions, which could be integrated with
our framework for adaptive exploration.
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